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• Download VM Workstation Player 
www.vmware.com/products/workstation-
player/workstation-player-evaluation.html

• Copy the folder Cloudera-Nesus-Handson

• Run cloudera-quickstart-vm-5.12.0-0-vmware.vmx

• Run Eclipse

Before to start
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Outline
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Overview on Big Data analysis and systems
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• Big Data analysis refers to advanced and efficient data 
analysis techniques applied to large amount of data. 

• Research work and results in the area of Big Data analysis are 
continuously rising, and more and more new and efficient
architectures, programming models, systems, and data 
mining algorithms are proposed.

• Taking into account the most popular programming models 
for Big Data analysis (MapReduce, Directed Acyclic Graphs, 
Message Passing, Bulk Synchronous Parallel, Workflows and 
SQL-like), we discuss the features of the main systems 
implementing them.

Big Data analysis and systems
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• Efficient data management and exchange. Big Data sets often
gather data from several heterogeneous sources. Programming
systems should support efficient protocols for data transfers and
communication, enable local computation of data sources, and
provide fusion mechanisms to compose the results produced in
distributed nodes.

• Interoperability. A main issue in large-scale applications that
involve distributed data and computing nodes. Programming
systems should support interoperability by allowing the use of
different data formats and tools. The National Institute of
Standards and Technology (NIST) released the Big Data
interoperability framework, a collection of documents aiming at
defining some standards for Big Data.

Requirements of Big Data systems (1/2)
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• Efficient parallel computation. An effective approach for
analyzing large volumes of data and obtaining results in a
reasonable time is the exploitation of the inherent parallelism of
most data analysis and mining algorithms. Thus, programming
systems for Big Data analysis should allow parallel data
processing and provide a way to easy monitor and tune the
degree of parallelism.

• Scalability. With the exponential increases in the volume of data
to be processed, programming systems for Big Data analysis
should accommodate rapid changes in the growth of data
volume and traffic, by exploiting the increment of computational
or storage resources efficiently.

Requirements of Big Data systems (2/2)
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• Big Data systems can be compared using four 
classification criteria:

• Level of abstraction

• Type of parallelism

• Infrastructure scale

• Classes of applications

• These criteria can help developers to select the best 
solution according to their skills, hardware availability, 
productivity and application needs.

Classification criteria (1/5)
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• Level of abstraction of a system refers its programming
capabilities to hide the low-level details of a solution:
• Low, when a programmer can exploit low-level APIs, mechanisms and

instructions that are powerful but not trivial to use. A greater
development effort is required compared to systems providing a higher
level of abstraction, but code efficiency is higher because it can be fully
tuned. It also requires a low-level understanding of the system,
including working with files on distributed environments.

• Medium, when a programmer defines an application as a script or a
visual representation of the program code, hiding the low-level details
that are not fundamental for application design. It requires a medium
development effort and code tuning capabilities.

• High, when developers can build applications using high-level
interfaces, such as visual IDEs or abstract models with high-level
constructs not related to the running architecture. Program
development effort is low as well as code efficiency at run time because
executable generation is harder and code mapping is not direct.

Classification criteria (2/5)
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• Type of parallelism describes the way in which a programming
model or system expresses parallel operations and how its
runtime supports the execution of concurrent operations on
multiple nodes or processors:

• Data parallelism is achieved when the same code is executed in
parallel on different data elements. Data parallelism is also known as
SIMD (Single Instruction Multiple Data).

• Task parallelism is achieved when different tasks that compose
applications run in parallel. The presence of data dependencies can
limit the benefits of this kind of parallelism.

• Pipeline parallelism is obtained when data is processed in parallel at
different stages, so that the (partial) output of a task is passed to the
next task to be processed.

Classification criteria (3/5)
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• Infrastructure scale refers to the capability of a programming
system to efficiently execute applications on a infrastructure of
a given size (i.e., number of computing nodes):

• Small refers to a small enterprise cluster or Cloud platforms with up to
hundreds of computational nodes.

• Medium identifies a medium enterprise cluster consisting of up to
thousands nodes.

• Large refers to large HPC environments or high-level Cloud services
with up to ten thousands of nodes.

Classification criteria (4/5)
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• Classes of applications refer to the main purposes (or
application fields) a programming system was designed for:

• General purpose

• Real-time stream processing

• Predictive analytics and machine learning

• Graph processing

• Scientific data analytics

• Visual and script-based analytics

• Data querying and analysis

Classification criteria (5/5)
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• MapReduce
• Apache Hadoop

• Directed Acyclic Graphs (DAGs)
• Apache Spark, Apache Storm, Apache Flink, Azure Machine Learning

• Message Passing
• MPI

• Bulk Synchronous Parallel (BSP)
• Apache Giraph, Apache Hama

• Workflows
• Swift, COMPSs, DMCF

• SQL-like
• Apache Pig, Apache Hive

Programming models and systems
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• MapReduce is a programming model developed by Google in
2004 for large-scale data processing.

• The model is inspired by the map and reduce functions
commonly used in functional programming.

• The map function processes a (key, value) pair and returns a list
of intermediate (key, value) pairs:
• (k1,v1) -> list(k2,v2)

• The reduce function merges all intermediate values having the
same intermediate key:
• k2, list(v2) -> list(v3)

MapReduce (1/2)
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• The MapReduce process can be described as follows:

MapReduce (2/2)
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• Hadoop is the most used open source MapReduce implementation. It
relieves developers from having to deal with classical distributed
computing issues, such as load balancing, fault tolerance, data
locality, and network bandwidth saving.

• The Hadoop project is not only about the MapReduce programming
model (Hadoop MapReduce module), as it includes other modules
such as:

• Hadoop Distributed File System (HDFS): a distributed file system providing
fault tolerance with automatic recovery, portability across heterogeneous
commodity hardware and operating systems, high-throughput access and
data reliability.

• Hadoop YARN: a framework for cluster resource management and job
scheduling.

• Hadoop Common: common utilities that support the other Hadoop
modules.

MapReduce: Apache Hadoop (1/2)
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• Hadoop software stack:

MapReduce: Apache Hadoop (2/2)
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• Directed Acyclic Graph (DAG) is an effective paradigm to
model complex data analysis processes, such as data mining
applications, which can be efficiently executed on a distributed
computing systems such as a Cloud platform.

• A DAG consists of a finite set of edges and vertices, with each
edge directed from one vertex to another. DAGs are very close
to workflows, but they do not include cycles (i.e., circular
dependencies among vertices).

• DAGs can easily model many different types of applications,
where the input, output, and tasks of an application depend on
other tasks.

DAGs (1/2)

3rd NESUS Winter School - Zagreb - 23 January 2018



19

• The tasks dependencies in a DAG can be defined either:

• Explicitly, if the programmer specifies them through explicit
instructions (e.g., T_2 depends on T_1)

• Implicitly, if the system analyzes the input/output of tasks to
understand dependencies among them (e.g., T_2 reads input O_1,
which is an output of T_1)

• DAG tasks can be composed following a number of different
patterns (e.g., sequences, parallel constructs)

DAGs (2/2)
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• Spark is another top project of the Apache Software
Foundation.

• Differently from Hadoop, in which intermediate data are
always stored in distributed file systems, Spark stores data in
RAM memory and queries it repeatedly so as to obtain better
performance for some classes of applications compared to
Hadoop (e.g., iterative machine learning algorithms).

• A Spark application in defined as a set of independent stages
running on a pool of worker nodes. A stage is a set of tasks
executing the same code on different partitions of input data.

DAGs: Apache Spark (1/2)
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DAGs: Apache Spark (2/2)

• Spark software stack:
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• The message passing model is a well-known paradigm that
provides basic mechanisms for process-to-process
communication in distributed computing systems where each
processing element has its own private memory.

• In message passing, the sending process composes the
message containing the data to be shared with the receiving
process(es), including a header specifying to which processing
element and process the data is to be routed, and sends it to
the network.

3rd NESUS Winter School - Zagreb - 23 January 2018
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• The primitives of the message passing model are basically two:

• Send(destination, message): a process sends a message to another
process identified as destination

• Receive(source, message): a process receives a message from another
process identified as source

3rd NESUS Winter School - Zagreb - 23 January 2018

Message passing (2/2)
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• MPI is the de-facto standard message-passing interface for
parallel applications.

• An MPI parallel program is composed of a set of processes
running on different processors that use MPI functions for
message passing.

• A single MPI process can be executed on each processor of a
parallel computer and, according the SPMD (Single Program
Multiple Data) model, all the MPI processes that compose a
parallel program execute the same code on different data
elements.

3rd NESUS Winter School - Zagreb - 23 January 2018
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• Bulk Synchronous Parallel (BSP) is a parallel computation
model in which computation is divided into a sequence of
supersteps, each one can perform the following operations:
• Concurrent computation: each processor performs computation using

local data asynchronously;

• Global communication: the processes exchange data among them
according to requests made during the local computation;

• Barrier synchronization: when a process reaches the barrier, it expects
all other processes have reached the same barrier.

3rd NESUS Winter School - Zagreb - 23 January 2018

BSP
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• Giraph is an iterative graph processing system for developing
highly-scalable applications. It follows the BSP programming
model and is implemented using Hadoop as resource manager.

• Specifically, Giraph runs supersteps as a set of computations
executed by map-only jobs. Each vertex executes a mapper
task by performing the following operations:
1. receives messages sent to the vertex in the previous superstep;

2. performs computation using the vertex data and received messages;

3. sends messages to other connected vertices.

• After every vertex computation, synchronization is performed
and Giraph prepares for the next superstep. The execution
halts when there are no more messages to process and all work
is done.
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• A workflow is a well defined, and possibly repeatable, pattern
or systematic organization of activities designed to achieve a
certain transformation of data.

• Workflows provide a declarative way of specifying the high-
level logic of different kinds of applications, hiding the low-
level details that are not fundamental for application design.

• A workflow is programmed as a graph, which consists of a
finite set of edges and vertices, with each edge directed from
one vertex to another.
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• For example, a data analysis workflow can be designed as a
sequence of pre-processing, analysis, post-processing, and
interpretation tasks.

• Differently from DAGs, workflows permit to define
applications with cycles, which are circular dependencies
among vertices.

• Workflow tasks can be composed together following a number
of different patterns (e.g., loops, parallel constructs).
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• Swift is a parallel scripting language that runs workflows across
several distributed systems, like clusters, Clouds, grids, and
supercomputers.

• It is based on a C-like syntax and uses an implicit data-driven
task parallelism. In fact, it looks like a sequential language, but
all variables are futures, thus the execution is based on data
availability.

• When the input data is ready, functions are executed in
parallel. Its runtime comprises a set of services that implement
the parallel execution of Swift scripts exploiting the maximal
concurrency permitted by both data dependencies (within a
script) and external resource availability.
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• With the exponential growth of data to be stored in distributed
network scenarios, relational databases highlight scalability
limitations that significantly reduce the efficiency of querying
and analysis.

• Relational databases are not able to scale horizontally over
many machines, which makes challenging storing and
managing the huge amounts of data produced everyday by
many applications.

• The NoSQL database approach became popular in the last
years as an alternative or as a complement to relational
databases, in order to ensure horizontal scalability of simple
read/write database operations distributed over many servers.
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• NoSQL databases addresses several issues about storing and
managing Big Data, but in many cases they are not suitable for
analyzing data. For this reason, much effort has been spent to
develop MapReduce solutions for querying and analyzing data in a
more productively manner.

• Although Hadoop is able to address scalability issues and reduce
querying times, it is not easy to be used by low-skilled people since it
requires to write a complete MapReduce applications also for simple
tasks (e.g., sum or average calculation, row selections or counts),
with a considerable waste of time (and money) for companies.

• To cope with this lack, some systems have been developed for
improving the query capabilities of Hadoop and easing the
development of simple data analysis applications using an SQL-like
language.
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• Pig is an Apache open source project for executing data flow
applications on top of Hadoop.

• It provides a high-level scripting language, called Pig Latin,
that allows users to define a script containing a sequence of
operations.

• Each operation is defined in a SQL-like syntax for describing
how data must be manipulated and processed.

• Pig is commonly used for developing Extract, Transform, Load
applications, which are able to gather, transform and load data
coming from several sources (e.g., streams, HDFS, files).

• Each Pig script is translated into a series of MapReduce jobs.
The Pig interpreter tries to optimize the execution of these
jobs on a Hadoop cluster.
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SQL-like: Apache Pig
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Case study: Trajectory mining from social media
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Motivations (1/4)

• Huge volumes of digital data are being generated by 
social media users

• For instance, every minute*:

• Twitter users send 456,000 tweets

• Instagram users post 46,740 photos 

• Social media analysis is a fast growing research area 
aimed at extracting useful information from this data.

• Analysis of collective sentiments, understanding the 
behavior of groups of people, studying the dynamics of 
public opinion….

* https://www.domo.com/learn/data-never-sleeps-5

3rd NESUS Winter School - Zagreb - 23 January 2018 35



Motivations (2/4)

• Social media posts are often tagged with geographical 
coordinates or other information (e.g., text, location 
fields) that allows identifying users' positions.

• Therefore, users moving through a set of locations 
produce a huge amount of geo-referenced data that 
embed extensive knowledge about mobility behaviors.

• In the latest years, there has been a growing interest in 
the extraction of trajectories from geotagged social data 
using trajectory mining techniques.
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Motivations (3/4)

• We proposed a general methodology for discovering mobility 
patterns of users attending large-scale public events.

• Main goals: 

• Discovery of most visited places and most attended events. We analyze 
data to discover the places that have been most visited, and the events that 
have been most attended by visitors during the observed period.

• Discovery of most frequent sets of visited places and most frequent sets 
of attended events. We extract the sets of places that are most frequently 
visited together, and the events that have been most attended by visitors.

• Discovery of most frequent mobility patterns among places and most 
frequent sequences of attended events. We analyze data to discover 
mobility behaviors and extract patterns about the attended events.

• Discovery of the origin and destination of visitors. We study which 
countries visitors came from or moved to after the events. This information 
can give insights about the touristic impact on the local territory.
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Motivations (4/4)

• The methodology have been applied to two large-scale 
events occurred in 2014 and 2015:
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• FIFA World Cup 2014. Analysis of geotagged 
tweets sent by Twitter users who attended 
the World Cup matches to discover the 
mobility of fans during the competition. 

• EXPO 2015. Analysis of the geotagged posts 
published by the Instagram users who visited 
EXPO, from one month before to one month 
after their visit to EXPO. 
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Some definitions (1/3)

• P = {p1, p2, …} is a set of Places-of-Interest (PoIs), where pi is a 
specific area that is of interest to a community during a given 
time period.

• A PoI may be a business location (e.g., shopping mall), a tourist 
attraction (theater, museum, park, bridge) or some other 
location (square, pavilion, stadium…) relevant to an event. 

• A PoI is not limited to a single geographical point or a street, 
but it refers to an area (e.g., a polygon over a map). 

• Thus, PoIs can also be referred to as Regions-of-Interest (RoIs), 
where a region represents the boundaries of a PoI's area.
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Some definitions (2/3)

• E = {e1, e2,…} is a set of events involving a large presence 
of people, where ei = <pi, [ti

begin, ti
end]> takes place in pi

during a time interval [ti
begin, ti

end]. 

• An event may be a match played in a stadium (as part of a 
sport competition), a showcase hosted in a pavilion (as 
part of a trade exposition), or a concert held in a theater 
or in a square (as part of an artist’s tour).

• An event can have some additional descriptive 
properties, related to the specific domain.
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Some definitions (3/3)

• G = {g1, g2, …} is a set of geotagged items, where gi is a social 
media content (e.g. tweet, post, photo, video) posted by a user 
during an event ei from the place pi where ei was held. 

• A geotagged item gi includes:

• userID, containing the identifier of the user who posted gi

• coordinates (latit. and long.) of the place where gi was sent from

• timestamp, indicating when (date and time) gi was posted

• text, containing a textual description of gi

• tags, containing the tags associated to gi

• U = {u1, u2, …} is a set of users, where ui has published at least 
one geotagged item in G.
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A 7-step methodology

1. Definition of the set of events E.

2. Definition of the places-of-interests P where the events 
in E are held.

3. Collection and pre-processing of the geotagged items G
related to the events in E.

4. Identification of the users U who published at least one 
of the geotagged items in G.

5. Creation of the input dataset D.

6. Data analysis and trajectory mining on D.

7. Results visualization.
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A running example

• A large-scale cultural event in the center of Rome 
composed by free or paid events like concerts, guided 
tours, outdoor exhibits spread over three days.
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Step 1: Definition of events

• This step is aimed at defining the set of events E. 

• Each event is described by the id of the place-of-interest 
(PoI) where it is located, starting/ending time of the event, 
and other optional data (e.g., free/paid event, type of 
event, etc.). 
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Step 2: Definition of places-of-interest

• This step defines the geographical boundaries of the PoIs
in P. 
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• This can be done:

• manually defining the 
boundaries of the PoI
(e.g., polygons on a 
map)

• automatically, using 
external services (e.g., 
cadastral maps), or web 
services providing the 
boundaries of a place 
given its name (e.g., 
OpenStreetMap)
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Step 3: Collection and pre-processing of 
geotagged items

• The goal of this step is to collect the geotagged items G
posted during each event ei in E from the place pi where ei

was held. 
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• Data collection using 
the APIs provided by 
most social media 
platforms. 

• Pre-processing to clean, 
select and transform 
data to make it suitable 
for analysis. 
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Step 4: Identification of users

• This is done by extracting the set U of distinct users who 
published at least one geotagged item in G.
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u1

u2 u3

u4 u5
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Step 5: Creation of the input dataset

• This step creates the input datasets 

D = {T1, T2, …}

where Ti is a tuple

< ui, {ei1, ei2, …, eik}, optFields >

in which eij is the jth event attended by user ui, and optFields
are optional descriptive fields (e.g., nationality, interests).

3rd NESUS Winter School - Zagreb - 23 January 2018 48



Steps 6: Data analysis and trajectory 
mining (1/3)

• D can be analyzed through algorithms and techniques for 
associative analysis (associative pattern mining) and 
sequential analysis (sequential pattern mining).

• Associative analysis algorithms are used with the goal of 
discovering the item values that occur together with a 
high frequency. 

• Example: Sets of places that are most frequently visited 
together by users.
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• Sequential analysis algorithms are intended to discover 
the sequences of elements that occur most frequently in 
the data. 

• Unlike associative analysis, in sequential analysis the time 
dimension and the chronological order in which the 
values appear in the data are fundamental. 

• Example: Most frequent sequences of attended events 
(mobility patterns). 
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Steps 6: Data analysis and trajectory 
mining (2/3)
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• Examples of rules:
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Steps 6: Data analysis and trajectory 
mining (3/3)

3 users attended
events e1 and e5

2 users attended
events e1, e2 and e5
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Steps 7: Results visualization (1/2)

• Info-graphics to presents results in a easy-to-understand 
way, avoiding complex statistical details that may be hard 
to understand to the general audience. 

• Three main guidelines: 

• Preferring a visual representation of the quantitative information 
to the numeric one

• Minimizing the cognitive efforts necessary for decoding the 
system of signs

• Structuring the graphic elements into hierarchies
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Steps 7: Results visualization (2/2)
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• Example of visualization:

Different line 
sizes used to 
represent the 

support of each
rule

53



Example 1: FIFA World Cup 2014

• 20th edition of the quadrennial world championship 
organized by FIFA. 

• Took place in Brazil from 12 June to 13 July 2014. 

• 32 national teams, with a total of 64 matches played in 12 
stadiums distributed across Brazil. 

• More than 5 million people attended soccer matches and 
related events.

3rd NESUS Winter School - Zagreb - 23 January 2018 54



Definition of events
• E is composed by the 64 matches played during the World Cup:

E = {e1, e2, …, e64} 

where:

ei = <pi, [ti
begin, ti

end], team1, team2, phase>

and:

pi is the stadium 

ti
begin is 3 hours before the begin of the match 

ti
end is 3 hours after the end of the match

team1 is the first team

team2 is the second team

phase = 'opening match', 'group stage', 'round of 16' ….
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Definition of places-of-interest
• P are the 12 stadiums that hosted at least one match 

during the World Cup :

P = {p1, p2, …, p12}

• The RoI of each pi is the smallest rectangle that fully 
contains its boundaries.
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Arena de Sao Paulo Estadio das Dunas at Natal
56



Collection of geotagged items

• We collected 526,000 geotagged tweets posted from 
coordinates within the above defined RoIs during the 
matches:

G = {g1, g2, …}

where each gi contains userID, coordinates, timestamp, 
text, tags, and application (optional field) used to 
generate it.
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Data pre-processing

• Pre-processing on G to clean, select and transform data to 
make it suitable for analysis: 

1. Cleaned data by removing all the tweets with unreliable 
position (e.g., tweets with coordinates automatically set by 
other applications). 

2. Selected only tweets posted by users attending the matches, 
by removing re-tweets and favorites posted by other users. 

3. Transformed data by keeping one tweet per user per match, as 
we were interested to know only if a user attended a match or 
not. 
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Input dataset

• Input dataset D contains the list of matches attended by a 
single user:

D={T1, T2, …, Tn} 

where

Ti=<ui,{mi1, mi2, …, mik}>

and mi1, mi2, …, mik are the matches attended by a 
Twitter user ui.
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Trajectory mining

• Trajectory pattern mining to extract the most frequent 
movements of fans starting from D.

• Trajectory pattern: sequence of geographic regions that 
emerge as frequently visited in a given temporal order.

• The support of a trajectory pattern p (# of transactions 
containing p) is a measure of its reliability.

• In this case study, a frequent pattern fp with support s:

fp=<mi, mj,.., mk>(s)

is an ordered sequence of matches mi, mj,.., mk where s is the 
percentage of transactions in D containing fp
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Results
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• Number of people attending the matches over time

• Number of matches attended by fans during the competition

• Most frequent sequences of matches attended by fans, either 

in the same stadium or to follow a given soccer team

• Most frequent movement patterns obtained by grouping 

matches based on the phase in which they were played
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Number of people attending the matches (1/2)

• Number of attendees per match, according to both Twitter and 
official data

• In some cases Twitter data peaks are equivalent to the official 
attendance ones (e.g. matches n. 11, 19, 44, 50 and 57). 
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Number of people attending the matches (2/2)
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• Average number of attendees per match, grouped by phases, 
for both Twitter and official data

• Pearson correlation between official attendee numbers and 
Twitter users equal to 0.9
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Number of matches attended

• 3.7% of the spectators attended five or more matches 
during the whole World Cup.

• Twitter profiles of those who attended several matches, 
show that many of them were journalists.
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Frequent sequences (1/4)

• General classification of the paths followed by fans who 
attended at least two matches: 

• Results show that most of those who attended multiple 
matches did it staying in the same city.
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Frequent sequences (2/4)
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<England-Italy, USA-Portugal>
<Argentina-Bosnia, Spain-Chile>

<Uruguay-England, Netherlands-Chile> <France-Honduras, Austria-Netherlands>

<Spain-Netherlands, Germany-Portugal>

<Belgium-Algeria, Argentina-Iran>

<Japan-Greece, Italy-Uruguay>

• Most frequent 2-match-sets observed during the group 
stage, from June 12 to June 26, 2014
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Frequent sequences (3/4)
• Most frequent paths of fans who attended two or three

matches of the same team during the group stage 

3rd NESUS Winter School - Zagreb - 23 January 2018

Most frequent 2-match sets:

<Colombia-Greece, Colombia-Cote d’Ivoire>

<Brazil-Mexico, Croatia-Mexico>

<Argentina-Bosnia, Argentina-Iran>

Most frequent 3-match sets:

<Mexico-Cameroon, Brazil-Mexico, Croatia-Mexico>

<Brazil-Croatia, Brazil-Mexico, Cameroon-Brazil>

<Chile-Australia, Australia-Netherlands, Australia-Spain>

67



Frequent sequences (4/4)

• Specific analysis on the spectators 
of the opening match <Brazil-
Croatia> played on in São Paulo

• At the end of group stage:

• 50.4% did not attend other 
matches

• 13.7% moved to Rio de Janeiro to 
attend other matches

• 9.5% attended other matches in 
the same stadium
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Aggregate analysis (1/2)
• Goal: studying the movements of fans during the different 

phases of the competition

• Matches were grouped into the following phases:

• Opening match (match no. 1)

• Group stage (matches no. 2-48)

• Round of 16 (matches no. 49-56)

• Quarter finals (matches no. 57-60)

• Semi-finals (matches no. 61-62)

• Final (match no. 64)
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Aggregate analysis (2/2)
• Patterns of movements based on the grouping above, and the 

relative frequency (support) of these patterns
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Most frequent:

Group stage and Round of 16

2nd most frequent:

Group stage and Quarter finals

3rd most frequent:

Group stage and Group of 16 and Quarter finals

Least frequent:

Semi-final and Final
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Example 2: EXPO 2015

• Universal Exposition held under the theme “Feeding the 
Planet, Energy for Life”

• Hosted in Milan, Italy, from May 1st to October 31st, 2015. 

• Exhibitors were countries, international organizations, 
civil society organizations and companies, for a total of 
188 exhibition spaces. 

• About 22 million people visited EXPO during the six 
months, making it the world-wide largest event in 2015.
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Definition of events

• E is composed by the showcases (organized by a country 
or organization/company) exhibited in the pavilions:

E={e1, e2, …, e188}

where:

ei = <pi, [ti
begin, ti

end]>

and: 

pi is a pavilion

ti
begin is May 1st, 2015

ti
end is October 31st, 2015
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Definition of places-of-interest

• P are the 188 pavilions that hosted the EXPO showcases:

P = {p1, p2, …, p188} 

• For each pi , the corresponding RoI was identified from 
the EXPO map 
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Italy pavilion USA pavilion
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Data collection and pre-processing (1/2)

• We collected geotagged posts published by Instagram 
users who visited at least one pavilion during the EXPO. 

• We also gathered posts that were pre-related and post-
related to the EXPO visits, i.e., posts published by users 
from 1 month before to 1 month after their visit to EXPO.

• Overall numbers: 

• 238,000 Instagram users who visited EXPO.

• 570,000 posts published during the visits to EXPO.

• 2.63 million posts published by users 1 month before to 1 month 
after their visit to EXPO.
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Data collection and pre-processing (2/2)

• Formally, the set of geotagged items is:

G = {g1, g2, …}

where each gi contains userID, coordinates, timestamp, 
text and tags.

• G was pre-processed by keeping one Instagram post per 
user per pavilion per day, as we were interested to know 
only if a user visited a pavilion (or not) in a given day. 
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Identification of users

• U = {u1, u2, …} is the set of Instagram users who have 
published at least one Instagram post at EXPO 2015.

• Each user ui contains userID and nationality. 

• For Italian visitors, we also recorded city and region of 
origin.

• The origin of a user ui has been extracted by analyzing the 
location of the posts she/he published during the 30 days 
preceding her/his visit to EXPO. 
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Input dataset

• Input dataset D contains the list of PoIs visited by each user:

D={T1, T2, …, Tn} 

where

Ti=<ui,{pi1, pi2, …, pik}>

and pij contains event (e.g., visit to a given Pavilion) and 
timestamp of the jth post published by Instagram user ui. 

• The PoI of a post sent during the EXPO visit corresponds to 
the visited pavilion, while the PoI of a post sent before or after 
the visit corresponds to a city/region/state (outside EXPO).
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Results
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• Visit trends 

• Most visited pavilions

• Most frequent sets of visited pavilions 

• Origin of visitors

• Destination of foreign visitors
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Visit trends (1/3)

• Visitors increased significantly during the last two 
months (September and October 2015)
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Visit trends (2/3)

• There is a peak of visits during the weekend days (the 
highest number of visitors is registered on Saturdays).
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Visit trends (3/3)

• Strong correlation (Pearson coefficient 0.7) between 
official visitor numbers and Instagram users
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Most visited pavilions
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Most frequent sets of visited pavilions
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Origin of visitors (1/2)

• Largest foreign inflows from Spain and France (19.3% and 
19.1%, resp.), followed by UK (13.3%) and USA (10.9%)
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Country of origin (foreign visitors)
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Origin of visitors (2/2)
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Region of origin (Italian visitors) City of origin (Italian visitors)
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Destination of foreign visitors
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Region of destination (foreign visitors) City of destination (foreign visitors)
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Hands-on: Trajectory mining on social media 
data
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• General structure of a social data analysis application

• Main steps of a trajectory mining application

• Definition of the trajectory mining application using 
real data (Flickr photos).

• Configuration of Cloudera

• Hands on (1): A trajectory mining application using  
Java Stream for small datasets 

• Hands on (2): A trajectory mining application using 
MapReduce (Hadoop) for big datasets

Outline
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Trajectory mining from social media

• Social media posts are often tagged with geographical
coordinates or other information (e.g., text, location fields) that
allows identifying users' positions.

• Therefore, users moving through a set of locations produce a huge
amount of geo-referenced data that embed extensive knowledge
about mobility behaviors.

• In the latest years, there has been a growing interest in the
extraction of trajectories from geotagged social data using
trajectory mining techniques (*).
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(*) E. Cesario, F. Marozzo, D. Talia, P. Trunfio, "SMA4TD: A Social Media Analysis Methodology for Trajectory
Discovery in Large-Scale Events". Online Social Networks and Media, vol. 3-4, pp. 49-62, October 2017.

A. Altomare, E. Cesario, C. Comito, F. Marozzo, D. Talia, "Trajectory Pattern Mining for Urban Computing in 
the Cloud". Transactions on Parallel and Distributed Systems, vol. 28, n. 2, pp. 586-599, 2017



Social data analysis applications -
General structure  (1/2)

 Often, a social data analysis application can be structured in 
7 steps:

1. Data acquisition: to run multiple crawlers in parallel for 
collecting and storing social media items (e.g., on a 
distributed file system).

2. Data filtering: to filter social media items according to a 
set of filtering functions.

3. Data mapping: to transform the information contained 
in social media items by applying a set of map functions.

Data 
acquisition

Data 

filtering

Data 
mapping

Data 
partitioning

Data 
reduction

Data analysis
Data 

visualization
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4. Data partitioning: here data is partitioned into shards by 
a primary key and then sorted by a secondary key.

5. Data reduction: this step aggregates all the data 
contained in a shard according to the provided reduce 
function.

6. Data analysis: given a data analysis or mining function, 
this step analyzes data to extract the knowledge of 
interest.

7. Data visualization: a visualization function is applied on 
the data analysis results to present them in the desired 
format.

Data 
acquisition

Data 

filtering

Data 
mapping

Data 
partitioning

Data 
reduction

Data analysis
Data 

visualization

Social data analysis applications 
General structure  (2/2)
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 Sequential pattern analysis (or trajectory mining) algorithms 
are intended to discover the sequences of elements that occur 
most frequently in the data. 

 Unlike the frequent item set analysis, in sequential analysis are 
fundamental the time dimension and the chronological order in 
which the values appear in the data. 

 In our case, this type of analysis is useful to discover the most 
frequent mobility patterns among some places of interest. 

 We use a parallel version of the PrefixSpan algorithm (*)

Algorithms for trajectory mining
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(*) Pei, J., Han, J., Mortazavi-Asl, B., Wang, J., Pinto, H., Chen, Q., Dayal, U., Hsu, M.C.: Mining sequential
patterns by pattern-growth: the prefixspan approach. IEEE Transactions on Knowledge and Data 
Engineering 16(11), 1424{1440 (Nov 2004)



Colosseum

Roman Forum

Circus Maximus

Piazza Venezia

Tiber Island

U1

U2

U4

U2

U3

U4

U1

U1

U4

U4

U3

U3

U1

U5

U2

Given a user (e.g. U1), we
can extract his/her
movements across places by
grouping social media items
by user id and sorting them
by date and time.

Trajectory mining
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Trajectory mining
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1) Flickr and Twitter crawlers

2) Filtering: IsGeotagged and IsInPlace

3) Map: Generate a Visit

4) Group by user id and sort by 
datetime

5) Reduce by trajectories

6) A scalable Frequent Sequence
Mining algorithm

7) Show results

Main steps of a trajectory mining application



Trajectory mining application–
Execution flow

Acquisition Filtering Mapping

Group by user id and sort by datetime

Data analysis

IsGPSValid IsInRome Assign Location

U1, 2017-11-05_10:00, Colosseum

U1, 2017-11-05_11:40, Roman Forum

U4, 2017-11-05_09:00, Colosseum

U4, 2017-11-05_11:00, Roman Forum

U1, 2017-11-05_13:00, Circus Maximum

U1, 2017-11-05_17:00, Tiberian Island

Sequential Pattern Mining

U1, 2017-11-05_10:00, Colosseum

U1, 2017-11-05_11:40, Roman Forum

U4, 2017-11-05_09:00, Colosseum

U4, 2017-11-05_11:00, Roman Forum

U1, 2017-11-05_13:00, Circus Maximum

U1, 2017-11-05_17:00, Tiberian Island
U2, 2017-11-06_13:00, Colosseum

U4, 2017-11-05_12:00, Circus Maximum

U4, 2017-11-05_12:00, Tiberian Island

U2, 2017-11-06_13:00, Colosseum

(Colosseum, Roman Forum, Circus Maximum, 

Tiber Island)  2

Flickr photo

Flickr photo

Twitter post

Flickr photo

Twitter post

Flickr photo

Flickr photo

Flickr post

Flickr post

Flickr post

U3, 2017-11-07_07:00, Roman ForumTwitter post U3, 2017-11-07_07:00, Roman Forum

<userid, timestamp, location>

……

…

…

…

Partitioning and reduction

U4, 2017-11-05_19:00, Tiber IslandFlickr post U4, 2017-11-05_19:00, Tiberian Island

(Roman Forum, Circus Maximum)  3

…

…

<userid, timestamp, location> <trajectory, support>

Data visualization
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Configuration of Cloudera

3rd NESUS Winter School - Zagreb - 23 January 2018



Download VMware Workstation Player
(Non-commercial use)

• https://www.vmware.com/products/workstation-
player/workstation-player-evaluation.html
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Download Cloudera
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From https://www.cloudera.com/downloads/quickstart_vms/5-12.html
the cloudera-quickstart-vm-5.12.0-0-vmware.zip file (5.5 GB)

https://www.cloudera.com/downloads/quickstart_vms/5-12.html


Cloudera VM requirements
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Hard disk space
>15GB



Datasets and code

• NESUS2018-FabrizioMarozzo-Dataset+Code.tar.gz (a zip file of 
109 MB)

• A sample dataset FlickrRomeSample.json (5MB)

• A real dataset FlickRome2017.json (1.3 GB)

• Source code (3 packages: common, javastream, mapreduce)

• javastream.MainJavaStream: Main of the Java Stream
application;

• Mapreduce.MainMR: Main of the MapReduce application.
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Launch Cloudera VM
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Enabling Virtualization in your PC BIOS
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Configure keyboard layout
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Cloudera VM Administrative
Information

• OS: Red Hat Enterprise Linux 6 64-bit

• Once you launch the VM, you are automatically logged in 
as the cloudera user. The account details are:

• username: cloudera

• password: cloudera

• The cloudera account has sudo privileges in the VM. The 
root account password is cloudera.

• https://www.cloudera.com/documentation/enterprise/5-
6-
x/topics/quickstart_vm_administrative_information.html
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Install JDK8

• Download a Linux x64 version of JDK8 from Oracle web site

• http://www.oracle.com/technetwork/java/javase/downloads/jd
k8-downloads-2133151.html

• Run the command

• yum install jdk-8u162-linux-x64.rpm
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Configure Eclipse with JDK8

• Use JDK1_8 in /usr/java/jdk1.8.0_161 and set the compiler
level to 1.8
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Data stream
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A JSON file (a list of 
String) A list of Geotagged

Objects
A list of Visit

Objects

A file (a list of 
trajectories)

A file 
(Sequential

patterns)



Java Stream API (for small dataset)

Main operations

.stream or .parallelStream: To create a sequential or 
parallel operations from various data sources (e.g., 
Collections). A stream represents a sequence of 
elements and supports different kind of operations 
to perform computations upon those elements.

.filter: For filtering a stream of data.

.map: For transforming a stream of data.

.collect: for collecting the results of the 
operations
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Java Stream API Main
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• The model is inspired by the map and reduce functions
commonly used in functional programming.

• The map function processes a (key, value) pair and returns a list
of intermediate (key, value) pairs:
• (k1,v1) -> list(k2,v2)

• The reduce function merges all intermediate values having the
same intermediate key:
• k2, list(v2) -> list(v3)

MapReduce (1/2)

3rd NESUS Winter School - Zagreb - 23 January 2018



112

• The MapReduce process can be described as follows:

MapReduce (2/2)
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MapReduce Example: WordCount

3rd NESUS Winter School - Zagreb - 23 January 2018

It was cold as Iceland

no fire at all the landlord

said he couldn't afford ….

The landlord was near

spraining his wrist, and I

told him for heaven's sake

to quit the bed was soft

enough to suit me, and I did

not know how all the

planing in the world could

make eider down of a pine

plank. So gathering up the

shavings with another grin,

and throwing them into the

great … (Moby Dick)

A big document

split in chunks

(it, 1)
(was, 1)
(all, 1)
(old, 1)

(whale, 1)
(all, 1)

(whale, 1)
(all, 1)

….

(all, 1)
(all, 1)

…
(old, 1)
(old, 1)

…
(whale, 1)
(whale, 1)

…

(all, 300)
…

(old, 100)
(one, 150)

….
(whale, 250)

…

MAP:
Read input and 

produces a set of 
key-value pairs

GROUP by 
key:

Collect all pairs 
with same key

REDUCE:
Collect all values 
belonging to the 
key and output

(key, value) (key, value)(key, value)

Provided by the programmer
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MapReduce Example: Inverted index
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D1: Italy, officially the Italian

Republic, is a unitary

parliamentary republic in

Europe. Located in …

A set of 

document

(Italy, D1)
(republic, D1)
(Europe, D1)
(Rome, D2)
(capital, D2)

(resident, D2)
(Roman, D3)
(Empire, D3)
(Italy, D3)….

(Empire, D2)
(Empire, D3)

…
(Italy, D1)
(Italy, D2)

(Italy, D3)…
(Rome,D1)
(Rome, D2)

(Rome, D3)…

(Empire, D2D3)
…

(Italy, D1D2D3)
…
….

(Rome, D1D2D3)
…

MAP:
Read input and 

produces a set of 
key-value pairs

GROUP by 
key:

Collect all pairs 
with same key

REDUCE:
Collect all values 

belonging to the key 
and output

(key, value) (key, value)(key, value)

Provided by the programmer

D2: Rome is the capital of

Italy and a special comune

Rome also serves as the

capital of the Lazio region.

With 2,876,051 residents…

D3: The Roman Empire

was the post-Roman

Republic period of the

ancient Roman civilization,

characterize …



Map-Reduce: A diagram
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Big document

Map:

Read input and 

produces a set of 

key-value pairs

Group by key:

Collect all pairs 

with same key

(Hash merge, 

Shuffle, Sort, 

Partition)

Reduce:

Collect all values 

belonging to the 

key and output

Map-Reduce: A diagram
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Map-Reduce: In Parallel
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Trajectory mining using MapReduce
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MapReduce - Mapper
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MapReduce - Partitioning and sorting
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MapReduce - Reducer
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Some results…
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Questions?

Thank you for your

attention!
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